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Abstract

The El Niño-Southern Oscillation (ENSO) is the most pronounced variation
of the Earth’s climate system on the interannual time scale. To a first or-
der, ENSO can be described as a harmonic oscillator with symmetric and
opposite El Niño and La Niña events. Ocean heat content (OHC) and its as-
sociated warm water volume (WWV) are good indicators for the state of the
ocean throughout ENSO. In this study, the variability of OHC and WWV is
simulated in a global ocean-sea ice model over symmetric El Niño, La Niña
and full ENSO cycles to investigate how non-linear ocean processes lead to
asymmetries in these two metrics. OHC anomalies at the peak of El Niño
and La Niña reveal that the global ocean at 200m depth warms considerably
more during La Niña than it cools during El Niño. The asymmetric vertical
motion of the thermocline (TC) in the western Pacific warm pool is identified
as the main mechanism responsible for this asymmetry. While OHC asymme-
tries are strongest in the western equatorial Pacific, the processes responsible
for depletion (during El Niño) and build-up (during La Niña) of OHC are
strongest in the eastern Pacific. Decomposing the WWV balance in the equa-
torial Pacific 5◦N–5◦S reveals two stages during its discharge and recharge;
an initial stage driven by diabatic volume fluxes followed by strong adiabatic
volume fluxes three months later. During discharge, both surface forcing
and vertical mixing contribute 40% of the WWV depletion. These diabatic
changes are caused by weaker trade winds, a warmer sea surface temperature
and less turbulence above the TC. Following this change, the second stage
controlled by adiabatic transport out of the equatorial region contributes the
remaining 60%. This lag by three months, due to the required southward
shift in wind anomalies during the latter stages of El Niño, causing basin-
wide northward Ekman transport. During the initial recharge phase, strong
surface forcing is responsible for most of the added WWV due to stronger
trade winds, enhancing heat absorption of upwelled cold water masses. In
contrast, vertical mixing, as during El Niño, is depleting anomalous WWV
at this time. This is the result of the upward shift of the eastern Pacific TC
toward the surface where strong mixing cools water masses. Together, these
diabatic fluxes contribute approximately 60% to the total WWV recharge.
Comparable to El Niño, the first stage during La Niña’s discharge is followed
by meridional transport into the equatorial region contributing the remain-
ing 40% of WWV. The results here have implications for understanding the
cycling of heat over ENSO events, highlighting the importance of diabatic
processes in the form of surface heat fluxes and vertical mixing.
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“We learned a lot about the Moon, but what we really learned was about
the Earth. The fact that just from the distance of the Moon you can put your
thumb up and you can hide the Earth behind your thumb. Everything that
you’ve ever known, your loved ones, your business, the problems of the Earth
itself — all behind your thumb. And how insignificant we really all are, but
then how fortunate we are to have this body and to be able to enjoy living
here amongst the beauty of the Earth itself.”

— Jim Lovell, Apollo 8 and 13 Astronaut.
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Symbols and Abbreviations

Symbols

∆Θ Temperature dimension difference [K]
∆z Vertical grid cell difference [m]
λE Latent heat flux [W m−2]
µ Location parameter
ν Kinematic viscosity of sea water [m2 s−1]
ρa Reference air density [kg m−1]
ρ0 Density of sea water at the surface [kg m−3]
σ Standard deviation
σ2 Variance
Σ Covariance matrix
θ Potential temperature of sea water [◦C]
Θ Conservative temperature of sea water [K]
~τT Transposed wind stress vector [N m−2]
τx Zonal wind stress [N m−2]
τy Meridional wind stress [N m−2]
ω Time dimension
a Area in the WWV region [m2]
CD Drag coefficient
Ce Transfer coefficient for latent heat
Ch Transfer coefficient for sensible heat
cp Specific heat capacity of sea water [J kg−1 K−1]
EOF Spatial pattern of EOF analysis
F Forcing field
Fideal. Idealized forcing field
FICE Heat flux due to ice melting [W m−2]
F ↓LW Downward long-wave radiative flux [W m−2]
F ↓SW Downward short-wave radiative flux [W m−2]
F Surface forcing heat flux [W m−2]
GF Volume flux due to surface forcing [m3 s−1]
GI Volume flux due to implicit mixing [m3 s−1]
GM Volume flux due to vertical mixing [m3 s−1]
h Thermocline depth anomaly in the central Pacific [m]
i Control variable
J Volume flux due to surface volume flux [m3 s−1]
k Constant combining ρa and CD [kg m−3]
l Total zonal wind stress forcing [N m−2]
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m Total meridional wind stress forcing [N m−2]
M Vertical mixing heat flux [W m−2]
MSD Monthly standard deviation
N Total number of time steps
N34 Niño3.4 index [◦C]
OHC Ocean heat content [J]
p Number of EOF s
PC Principle component time series
qv Specific humidity [kg kg−1]
qsat Saturation water vapour mixing ratio [kg kg−1]
Q Heat flux [W m−2]
Q↓net Downward net surface heat flux [W m−2]
r Correlation coefficient
R Precipitation or rain rate [mm]
SA Absolute salinity [g kg−1]
SH Sensible heat flux [W m−2]
SOI Southern oscillation index
SLP Sea level pressure [Pa]
s Scale parameter
st. Darwin standardized SLP in Darwin [Pa]
st. Tahiti standardized SLP in Tahiti [Pa]
Sv Volumetric flux [106 m3 s−1]
t Time dimension
T Air temperature [K]
u Zonal wind speed [m s−1]
U Wind speed magnitude [m s−1]
v Meridional wind speed [m s−1]
V Meridional flux of sea water [m3 s−1]
V Global sea water volume [m3]
w′ Turbulent vertical wind velocity [m s−1]
WWV Warm water volume [m3]
x Zonal dimension
X1,2 Regression pattern associated with N34, PC
y Meridional dimension
z Depth dimension
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Abbreviations

CNYF Coordinated Ocean-ice Reference Experiment Normal
Year Forcing

EN El Niño
ENSO El Niño–Southern Oscillation
EXP Experiment
EOF Empirical Orthogonal Function
GMSST Global Mean Sea Surface Temperature
IOD Indian Ocean Dipole
ITF Indonesian Throughflow
LN La Niña
MSD Monthly Standard Deviation
mEN Moderate El Niño
mLN Moderate La Niña
NOAA National Oceanographic and Atmospheric Administration
N34 Niño3.4 index
OHC Ocean Heat Content
PC Principle Component
RDO Recharge–Discharge Oscillator
SSH Sea Surface Height
SST Sea Surface Temperature
Sv Sverdrup (Volumetric unit of transport)
TC Thermocline
WMT Water Mass Transformation
WWV Warm Water Volume
WPWP Western Pacific Warm Pool
st. Darwin
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1
Introduction

The El Niño-Southern Oscillation (ENSO) is a coupled ocean-atmosphere
phenomenon in the equatorial Pacific and the most pronounced variation
in the Earth’s climate system on an interannual time scale. Among others,
the oceanic part of the oscillation leads to large-scale changes in sea surface
temperature (SST) and ocean heat content (OHC) while the atmospheric part
includes changes in the large-scale circulation (Collins et al., 2010). Impacts
including droughts, heat waves, heavy rainfall, storms and changes in the
frequency of hurricanes are felt around the globe (Diaz et al., 2001; Smith
et al., 2007). To better predict ENSO events and their impacts, an increased
understanding of their underlying physical processes is necessary.

Figure 1.1: Simplified Walker circulation in the equa-
torial Pacific during normal conditions. Large-scale
ascent of air masses over the warm western Pacific
leads to convection and upper-tropospheric flow into
the Indian and the eastern Pacific Ocean. Descent in
the eastern Pacific is driven by the cold SST creating
a low surface pressure anomaly. The westward blow-
ing trade winds close the circulation loop. Drawing
by Fiona Martin from NOAA.gov.

During normal con-
ditions in the equa-
torial Pacific, west-
ward blowing trade
winds lead to sur-
face water masses con-
tinuously being trans-
ported away from the
Equator as a result
of the Coriolis force
(Ekman, 1905). Net
transport is to the
left of the wind di-
rection in the South-
ern Hemisphere and
to the right in the
Northern Hemisphere
(Ekman, 1905). The

transport away from the Equator is balanced by upwelling of cold water
masses from below. In the Western Pacific Warm Pool (WPWP), SST val-
ues are higher as surface heat fluxes continuously warm water masses. This
East-West, cold-warm SST contrast drives the large-scale atmospheric cir-
culation pattern; the Walker circulation. Large-scale ascent over the warm
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CHAPTER 1. INTRODUCTION 2

Pacific Ocean in the West and subsequent descent over the cooler eastern
Pacific drives the trade winds at the surface (Figure 1.1) which maintain the
SST gradient (i.e. the positive Bjerknes feedback loop (Bjerknes, 1969)).

The climate indices Oceanic Niño Index (ONI) for the oceanic part and
the Southern Oscillation Index (SOI) for the atmospheric part of ENSO are
among the most commonly used to assess its evolution and current state. The
ONI is calculated as the 3–month running mean SST deviation in the Niño3.4
region (5◦S–5◦N and 170◦E–120◦W) based on a 30–year climatological period
(NOAA CPC (2017), Figure 1.2a). A climatological period is used to derive
the mean annual state of the Earth’s climate as a reference for calculating
anomalies. In this study, the climatological period is 1971–2000. An El
Niño (La Niña) event is defined as a departure of greater or equal to +0.5◦C
(−0.5◦C) for at least five consecutive overlapping 3–month seasons. The SOI
index is calculated as the standardized pressure anomaly difference between
Tahiti (French Polynesia) and Darwin (Australia) relative to the 1981–2010
climatological period ((NOAA CPC, 2017), Figure 1.2b, for the calculation
see Section A.1). The two indices have a strong negative correlation with a
coefficient of r = −0.83 meaning that negative values of SOI often indicate an
El Niño event and vice versa for La Niña. These two indices show the strong
coupling between ocean and atmosphere through the Bjerknes feedback and
the 2–7 year time-scale of ENSO (Meinen and McPhaden, 2000).

a) Oceanic Niño Index

b) Southern Oscillation Index

Figure 1.2: In a) the time evolution of the observed ONI [◦C] and in b) for
the observed SOI. Positive anomalies are shown in red and negative anomalies
in blue. The dashed red (blue) line in a) indicates the threshold of +0.5◦C
(−0.5◦C) which has to be exceeded for five consecutive months for an event
to be classified as an El Niño (La Niña). The data is downloaded from the
National Oceanographic and Atmospheric Administration’s Climate Prediction
Center (NOAA CPC, 2017).
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The most important dynamics of ENSO can be understood using the
Recharge-Discharge Oscillator (RDO) theory by Jin (1997). Under the RDO
theory, an idealized ENSO cycle can be defined as a delayed harmonic oscilla-
tor with two key metrics: the anomalous thermocline (TC, i.e. the separation
at 20◦C between warm and cold water masses) in the central Pacific h and
the SST anomaly in the eastern Pacific SSTa (Figure 1.3). In addition, the
anomalous Walker circulation is given as the anomalous wind stress (i.e. the
force enacted by the wind on the ocean’s surface) in the western equatorial
Pacific. ENSO as a harmonic oscillator is divided into four different phases:
El Niño and La Niña states as well as two transition states of neutral atmo-
spheric surface conditions.

Figure 1.3: Idealized schematic as a summary of the ENSO Recharge–Discharge
Oscillator theory from Meinen and McPhaden (2000): “All shown quantities
are anomalies relative to the climatological mean. The bold line represents the
depth anomaly of the TC. SSTa and τa [and h] denote sea surface temperature,
zonal (East–West) wind stress [and the TC depth] anomalies. The bold arrows
show meridional (North–South) transport of warm water masses to [from] higher
latitudes during El Niño [La Niña]. An oscillation acting on a 2–7 year time
scale follows the panel numbering [with I (III) representing El Niño (La Niña)
conditions].”

The onset of El Niño occurs when trade winds weaken due to westerly
wind anomalies in the western Pacific. The wind stress anomalies excite
perturbations in the TC depth, causing equatorially trapped eastward (west-
ward) propagating Kelvin (Rossby) waves with a group speed of ∼2.8 (∼0.9)
m s−1 (Wang et al., 2016). These Kelvin waves lead to the transport of warm
water masses from the WPWP to the East (Stewart, 2008) and a subsequent
shift in warm SST values eastward. Following the spatial pattern of SST val-



CHAPTER 1. INTRODUCTION 4

ues, the Walker circulation shifts eastward with ascent in the central Pacific
instead of the western Pacific.

The reduced strength of the atmospheric circulation leads to decreased
upwelling of cold water masses in the East and subsequent warming of surface
water masses there (McPhaden et al. (2006), Panel I in Figure 1.3). In
addition, the equatorial Pacific warm water volume (WWV, i.e. the volume of
water above 20◦C in the region 5◦S–5◦N and 120◦E–80◦W) also increases by
horizontal transport into the region prior to the peak of El Niño (Lengaigne
et al., 2012).

The El Niño event peaks when the warm water masses reach the eastern
Pacific and are exposed at the surface. Most of the accumulated heat is being
discharged out of the equatorial region by either horizontal or vertical volume
fluxes. The model-based study by Lengaigne et al. (2012) suggests that hori-
zontal transport contributes approximately 60% to the total WWV decrease
while the remaining ∼40% are due to the heat release into the atmosphere
and vertical mixing into the ocean’s interior across the TC. Furthermore,
McGregor et al. (2014) show that transport out of the equatorial band 5◦N–
5◦S is meridionally asymmetric due to stronger wind stress anomalies and
subsequent Ekman transport in the Southern Hemisphere.

As WWV anomalies decrease, subsurface layers cool and correspondingly
the TC shallows (panel II, Figure 1.3). The end of an El Niño event most
often coincides with the meeting of Kelvin and Rossby waves after they are
reflected at the eastern and western boundaries of the tropical Pacific basin
respectively. On average, it takes one year for the waves excited at the start
of an El Niño to travel across the Pacific, to be reflected at the boundaries
and to meet again (Stewart, 2008).

Upwelling slowly resumes at the eastern boundary when trade winds re-
turn to their normal strength (as indicated by τa ∼ 0 in panel III, Figure
1.3). Cold water masses once again reach the surface and reduce local SST
values back to normal conditions. Through the Bjerknes feedback, the Walker
circulation strengthens and extends into the western Pacific once more.

During La Niña events with stronger than average easterly trade winds,
cool SST values are enhanced (panel III in Figure 1.3). The accelerated trade
winds intensify equatorial upwelling of cold water masses which take up large
amounts of excess heat from the atmosphere (Meehl et al., 2011; Roemmich
and Gilson, 2011). This heat is primarily stored in the mid-depth layers of
the western Pacific as these water masses flow adiabatically along density
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surfaces into the ocean’s interior and recharge the WWV (Lengaigne et al.,
2012). A subsequent El Niño event will then once again lead to discharge of
this anomalous heat closing the oscillation loop.

While observational studies by Meinen and McPhaden (2000, 2001); Bosc
and Delcroix (2008) and McPhaden (2012) are able to confirm the general
characteristics of the RDO theory, much about the changes in WWV through-
out ENSO is still unknown. Limited data availability, the difficulty to isolate
ENSO from other internal modes of variability and the complexity to separate
vertical heat fluxes affecting WWV in standard observational products con-
strain the current understanding (Meinen and McPhaden, 2001). However,
increased knowledge of the underlying physical processes governing these
WWV anomalies is key as it is a primary source for ENSO event prediction
(NOAA CPC, 2017).

With the help of climate models, it is possible to assess the influence of
different processes driving WWV anomalies during symmetric ENSO events
as in the RDO theory. In this study, a global ocean-sea ice model is forced
with a prescribed idealized atmospheric state representing a strong El Niño
and its exact opposite. The simulations allow for the first time to investigate
the asymmetric ocean heat response and show how the ocean deviates from
the idealized RDO theory. Simulating ENSO cycles with symmetric atmo-
spheric states reveal how ocean-sourced non-linearities lead to residual heat
signals after atmospheric conditions return to climatological values.

Furthermore, the Water Mass Transformation (WMT) framework byWalin
(1982) and improved by Iudicone et al. (2008) is used to separate horizontal
from vertical processes affecting WWV and to investigate the different ver-
tical components independently. While Lengaigne et al. (2012) successfully
show how horizontal and vertical volume fluxes affect interannual variations
in WWV, they did not investigate which vertical processes were most impor-
tant.
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This thesis is organised as follows: In Chapter 2, the ocean-sea ice model
and the required data for the atmospheric forcing will be first described
(Sections 2.1, 2.2). To simulate idealized ENSO events, an approach with
Empirical Orthogonal Functions (EOFs) similar to McGregor et al. (2014) is
used. In constrast to the aforementioned study, idealized ENSO-related time
series instead of the full time series from the EOF analysis are used to drive
isolated and symmetric events (Section 2.3). Atmospheric forcing is required
for the parameterization of surface wind stress, heat and momentum fluxes
which is shortly discussed in Sections 2.4 and in the Appendix in Section A.3.

The results from the isolated El Niño and La Niña events as well as the
full ENSO cycles are presented in two parts in Chapter 3: OHC anomalies
and their asymmetries between the peak of El Niño and La Niña and at the
end of full ENSO cycles will be investigated first (Section 3.1). In the second
part of Chapter 3, the WWV balance is established and analysed over the
climatological seasonal cycle and over ENSO.



2
Model, Data and Methods

This chapter describes the ocean sea-ice model (Section 2.1), the datasets re-
quired to derive the atmospheric forcing (Section 2.2) as well as the statistical
methods used in this study (Section 2.3).

2.1 The Ocean-Sea Ice Model

This study uses the GFDL-MOM025 global ocean and sea-ice model based on
the Geophysical Fluid Dynamics Laboratory CM2.5 coupled climate model
(Delworth et al., 2012). The model’s grid cell resolution is 1/4◦ with 50
vertical depth levels in a Cartesian coordinate system (Delworth et al., 2012).
Atmospheric forcing is derived from a prescribed atmospheric state using
eight fields to calculate zonal and meridional wind stress and by using bulk
formulae in Fairall et al. (1996) surface heat and freshwater fluxes.

Prior to this study, the model was spun-up from rest over a 550–year pe-
riod using the coordinated ocean-ice reference experiment normal year forcing
(CNYF, (Large and Yeager, 2004). Repeated annual cycles of the CNYF are
applied to obtain an equilibrated climatological average state, characterized
by neutral ENSO conditions and neutral states of other climate modes (Large
and Yeager, 2004; Maher et al., 2017).

2.2 Datasets

NOAA ERSST v4: The monthly sea surface temperature anomalies used
to calculate the Niño3.4 index for the time period 1979–2016 are derived from
NOAA’s Extended Reconstruction Sea Surface Temperature version 4 (Smith
and Reynolds, 2003) 1. Anomalies are downloaded directly and are computed
with respect to a 1971–2000 monthly climatology.

1https://www.ncdc.noaa.gov/data-access/marineocean-data/
extended-reconstructed-sea-surface-temperature-ersst-v4.
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NOAA SOI: The Southern Oscillation Index is directly downloaded from
NOAA’s Climate Prediction Centre (Ropelewski and Jones, 1987)2. See Sec-
tion A.1 for the calculation of the SOI.

NOAA CNYF v2: The climatological atmospheric forcing is taken from
NOAA’s CNYF and includes the fields for 10 meter zonal and meridional
wind speed, air temperature, specific humidity, downward long- and short-
wave radiative fluxes, precipitation and sea level pressure (Large and Yeager,
2004)3.

ERA-Interim: The additional forcing added to the control CNYF forcing
to simulate the idealized ENSO events is derived from ERA-Interim data.
The eight atmospheric forcing fields are downloaded as 6–hourly data from
the European Center for Midrange Weather Forecast webpage for the time
period 1979–2016 (Dee et al., 2011)4. Table 2.1 lists all fields necessary for
the model input as well as additionally required fields.

Symbol Unit Description

u10 [m s−1] Zonal (East–West) wind speed at 10 m
v10 [m s−1] Meridional (North–South) wind speed at 10 m
T10 [K] Air temperature at 10 m
qv,10 [kg kg−1] Specific humidity at 10 m

F ↓LW [W m−2] Downward long-wave radiative flux at the surface
F ↓SW [W m−2] Downward short-wave radiative flux at the surface
R [mm] Precipitation or rain rate at the surface
SLP [Pa] Sea level pressure

Additional Fields
Td,10 [K] Dew point temperature at 10 m
τx [N m−2] Zonal wind stress
τy [N m−2] Meridional wind stress

Table 2.1: The eight atmospheric fields for the model input from the Era-Interim
product as well as the additionally required fields.

2http://www.cpc.ncep.noaa.gov/data/indices/.
3http://data1.gfdl.noaa.gov/nomads/forms/core/COREv2/CNYF_v2.html.
4https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim.

http://www.cpc.ncep.noaa.gov/data/indices/
http://data1.gfdl.noaa.gov/nomads/forms/core/COREv2/CNYF_v2.html
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim
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Monthly anomalies are calculated from 6–hourly data by detrending, re-
moving the seasonal signal and calculating the monthly mean values. All
fields are downloaded on a 3/4◦ grid and linearly interpolated to the model’s
input grid cell resolution of 1.85◦.

Air and dew point temperature are only available at 2 m. It is assumed
that using these fields rather than fields at 10 m as required in the model
results in a negligible difference.

Specific humidity is calculated with the equation given in Bolton (1980)
from sea level pressure and dew point temperature (Equation 2.1).

qv = 0.622 · a
(SLP · 10−2)− (0.378 · a) | a = 6.112 · e

( 17.67·(Td−273.15)
(Td−273.15)+243.5

)
(2.1)

where SLP is in units of millibar [10−2 Pa] and Td in [◦C].

In addition, the two wind stress fields are required to calculate the correct
wind speed input as will be discussed later in Section 2.4. Wind stresses are
downloaded as monthly instead of 6–hourly values.

2.3 Development of Idealized Atmospheric Forcing

In order to simulate idealized ENSO events, a statistical analysis of the at-
mospheric data sets following McGregor et al. (2014) is used. This analysis
results in spatial patterns and associated time series each representing a sub-
set of variability within the data and thus allows to extract only the dominant
ENSO-related signal in the tropical Pacific. As in McGregor et al. (2014),
NOAA’s ERSST v4 Niño3.4 index (N34) is regressed in Equation 2.2 onto
the Era-Interim wind stress anomalies.

X1,~τ (x, y) = 1
N
·
N∑
t=1

~τ(x, y, t) ·N34(t)
σ2[N34(t)] t = 1, · · · , n (2.2)

where X1,~τ is the resulting spatial pattern with zonal and meridional wind
stress components, N is the number of timesteps (456 months), ~τ(x, y, t) =
[τx(x, y, t), τy(x, y, t)] is the wind stress anomaly field with zonal and merid-
ional components and σ2(N34) is the standard deviation of N34.

A very similar pattern and time series would result from an EOF analysis
with the same dataset. An EOF analysis includes calculating spatial patterns
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(i.e. EOF1(x, y), EOF2(x, y), etc.) and associated principle component time
series (defined as PC1(t), PC2(t), etc.), each representing a percentage of
variability within the data. The original variability can be reconstructed as
in a linear model (Equation 2.3).

~~τ(x, y, t) = EOF1 · PC1 + EOF2 · PC2 + · · ·+ εi. (2.3)

where εi is the error term or the difference between the original data and the
value from the linear model.

Calculating EOF1 and PC1 of the wind stress anomalies instead of re-
gressing the Niño3.4 index gives a time series which is highly correlated with
N34 (correlation coefficient r = 0.76). As the smoother N34 timeseries was
used in the study by McGregor et al. (2014) it is also utilized here.

The first pattern X1,~τ captures the equatorially symmetric weakening of
the Walker circulation during an El Niño event (Figure 2.1a). It is character-
ized by westerly wind stress anomalies in the western tropical Pacific with
slightly larger values in the Southern Hemisphere.

To calculate the second pattern, the zonal and meridional wind stress
anomalies associated withX1,~τ are first removed from the wind stress anomaly
time series at each spatial location and the first EOF of the residual wind
stress over the tropical Pacific region 10◦N–10◦S and 100◦E–60◦W is calcu-
lated. This region is chosen as it includes the area where ENSO-related wind
stress anomalies are strongest and is identical to the one in McGregor et al.
(2014).

The EOF analysis includes two steps: First, the covariance matrix Σ~τ
containing key patterns of variability within the residual wind stress anomaly
dataset is calculated (Equation 2.4). As a second step, the solution to the
Eigenvalue problem is determined (Equation 2.5).

Σ~τ (x, y, t) = 1
N − 1 · ~τ

T (x, y, t) · ~τ(x, y, t) (2.4)

Σ~τ (x, y, t) · EOFi(x, y) = PCi(t) · EOFi(x, y) i = 1, · · · , p (2.5)

where Σ~τ (x, y, t) is the covariance matrix of the wind stress, ~τT (t) is the
transposed wind stress anomaly field, EOFi is the i-th pattern, PCi its
associated amplitude and p is the number of principle components. These
equations are based on the Manual for EOF and SVD Analyses of Climatic
Data by Björnsson and Venegas (1997). While the first six EOF patterns
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and their time series are statistically significant on the 5% level, only the
first pair as in McGregor et al. (2014) is calculated. These patterns and time
series are defined as X2,~τ and PC.

X2,~τ captures a strong meridional gradient of zonal wind across the equa-
tor. The southward shift in the westerly wind anomalies, when this pat-
tern changes sign during El Niño, plays an important role in terminating
it (Stuecker et al., 2015). This mode drives 17.1% of the variability within
the residual wind stress anomaly dataset which is identical to the study by
McGregor et al. (2014) using data for 1979–2011.
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a) X1,~τ (58.6% variance)

b) X2,~τ (17.1% variance)

c) N34 and PC time series

Figure 2.1: In a) the first and in b) the second mode of wind stress variability
related to ENSO [10−2 N m−2]. The zonal wind stress component is shaded. In
c) the associated time series with N34 in black and PC in red. Both patterns
and time series are scaled with their standard deviation as in McGregor et al.
(2014). Red (blue) shaded areas indicate the duration of the three strongest El
Ninõ (La Niña) events.

2.3.1 Idealized ENSO-related Time Series
The study by McGregor et al. (2014) used the two time series N34 and PC
(Figure 2.1c) to simulate the variability of the tropical Pacific over time pe-
riod 1979–2011. Instead of using the full time series, idealized synthetic time
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series for N34 and PC are constructed here to simulate individual El Niño
and La Niña events (e.g. red shaded time periods in Figure 2.1c). Hereby, the
evolution of N34 and PC during the three strongest El Niño events for 1979–
2016 are composited and centered at their peak in mid-December (i.e. month
12.5). Polynomials are fitted to the mean of these three events (Equations
2.6–2.8):

N34ideal.(t) = −0.06 · ω(t)6 + 0.07 · ω(t)5 + 0.59 · ω(t)4 − 0.29 · ω(t)3

− 1.85 · ω(t)2 − 0.03 · ω(t) + 1.77 (2.6)

PCideal.(t) = 0.17 · ω(t)9 + 0.13 · ω(t)8 − 1.38 · ω(t)7 − 0.93 · ω(t)6

+ 3.94 · ω(t)5 + 2.19 · ω(t)4 − 5.00 · ω(t)3 − 2.09 · ω(t)2

+ 2.80 · ω(t) + 0.59 (2.7)

with ω(t) centered and scaled:

ω(t) = t− µ
s

| µ = 12.5, s = 6.92, t = 1, · · · , N (2.8)

where µ is the location parameter identifying the peak of the event in mid-
December of the first simulation year, s is the scale parameter indicating the
spread of the polynomial function (wide vs. narrow) and t is the monthly
time index for the two-year-long event. These polynomials are chosen as they
best fit the data and start close to zero. The two polynomials are adjusted
linearly at the beginning to ensure that later on, atmospheric perturbations
increase/decrease from zero amplitude. In addition, the first part of the
two time series is mirrored so that increase and decrease of atmospheric
anomalies is identical (Figure 2.2a). To simulate symmetric events, the time
series associated with La Niña are of negative amplitude with respect to the
El Niño case (Figure 2.2b).

If instead composites of the three strong La Niña events (blue shaded
time periods, Figure 2.1c) are used, the time series would show a reduced
amplitude (dashed lines, Figure 2.2b). However, prescribing a symmetric
atmospheric state for both events is advantageous in analysing the ocean’s
asymmetric response. The polynomials used to derive the time series for the
La Niña composites are in Section A.2.
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a) El Niño event b) La Niña event

Figure 2.2: In a) the idealized symmetric time series for N34 and PC during
El Niño is shown and in b) for La Niña spanning over two years. The solid
lines represent the time series used in this study. The thin lines in a) show
the observed Niño3.4 values (in dark red) and the calculated PC time series
(in light red) during the three strongest El Niño events 1982–1983, 1997–1998
and 2014–2016. The dashed lines in b) represent the polynomial time series if
composites of three strong La Niña events are used instead of the symmetric
time series approach.

2.3.2 Idealized ENSO-related Regression Patterns

The regression analysis and the idealized time series provide the spatial evo-
lution for the wind stress perturbations related to ENSO. The patterns of
the remaining variables are obtained by regressing N34 and PC onto each
anomaly field similar to Equation 2.2 resulting in two patterns for each input
variable (Figures 2.3 and 2.4).

While the model is forced with wind speed, the wind stress patterns are
shown here (Figure 2.3a,b and 2.4a,b). These patterns are used to derive the
symmetric wind speed values for the model as will be discussed in Section
2.4.
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a) Zonal wind stress b) Meridional wind stress

c) Air temperature d) Specific humidity

e) Downward long-wave radiation f) Downward short-wave radiation

g) Precipitation h) Sea level pressure

Figure 2.3: X1 regression patterns of the eight atmospheric anomaly fields associ-
ated with the Niño3.4 index: a) Zonal wind stress [N m−2], b) meridional wind
stress [N m−2], c) air temperature [◦C], d) specific humidity [kg kg−1], e) down-
ward long-wave radiation [W m−2], f) downward short-wave radiation [W m−2],
g) precipitation [m] and h) sea level pressure [Pa]. In a) and b) the patterns for
wind stress are shown as they are used to derive the correct wind speed values
as will be discussed in Section 2.4).
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a) Zonal wind stress b) Meridional wind stress

c) Air temperature d) Specific humidity

e) Downward long-wave radiation f) Downward short-wave radiation

g) Precipitation h) Sea level pressure

Figure 2.4: X2 regression patterns of the eight atmospheric anomaly fields associ-
ated with the PC time series: a) Zonal wind stress [N m−2], b) meridional wind
stress [N m−2], c) air temperature [◦C], d) specific humidity [kg kg−1], e) down-
ward long-wave radiation [W m−2], f) downward short-wave radiation [W m−2],
g) precipitation [m] and h) sea level pressure [Pa]
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The time evolution of all atmospheric forcing is calculated by multiplying
the X1 and X2 patterns with their associated idealized time series and added
to the climatological forcing (Equation 2.9).

Fideal.(x, y, t) = F (x, y, t)︸ ︷︷ ︸
climatology

+X1,F ·N34ideal. +X2,F · PCideal.︸ ︷︷ ︸
perturbation

(2.9)

where Fideal.(x, y, t) is one of the eight idealized forcing anomaly fields
dependent on time, F (x, y, t) is the base forcing field without any interannual
variability from the CNYF dataset andX1,F , X2,F are the regression patterns
of a given field F .

2.4 Derivation of Surface Wind Speed

The model is forced with wind speed which is converted to wind stress using
the wind stress law by Fairall et al. (1996):

~τ = (τx, τy) = ρa · CD ·
√
u2

10 + v2
10︸ ︷︷ ︸

U10

·(u10, v10) (2.10)

where ρa is the density of air (1.25 kg m−3), CD is the global-mean unitless
drag coefficient (1.5 × 10−3) according to Kara et al. (2007) and U10 is the
wind speed magnitude .

However, as this experimental setup includes negative wind speed values
(Figure 2.2b), the resulting stress is asymmetric due to the quadratic depen-
dence of this formula on wind speed. To obtain a symmetric wind stress, the
equation is solved for the two wind speed values u10 and v10 given the desired
wind stress. The following part shows how this procedure is achieved:

First, the zonal component of the wind stress law is rewritten as a Reynold’s
decomposition:

τx + τ ′x︸ ︷︷ ︸
l

= ρa · CD︸ ︷︷ ︸
k

·
√

(u10 + u′10)2 + (v10 + v′10)2︸ ︷︷ ︸
U10

·(u10 + u′10)

⇒ l = k · U10 · (u10 + u′10) (2.11)
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where τx, u10 and v10 are the climatological values, τ ′x, u′10 and v′10 are the
perturbation values, l is the total zonal wind stress forcing including clima-
tological and perturbation values and k contains the two constants for the
density of air and the drag coefficient.

Solving the second line of equation 2.11 for u′10 results in

u′10 = l

k · U10
− u10. (2.12)

The same procedure is applied to the meridional component and yields

m = k · U10 · (v10 + v′10) (2.13)

where m is the total meridional wind stress forcing including climatological
and perturbation values. Solving equation 2.13 for v′10 results in

v′10 = m

k · U10
− v10. (2.14)

As a next step, the second line of equation 2.11 and equation 2.14 are com-
bined resulting in the following expression:

l2 +m2 = k2 · U2
10 · [(u10 + u′10)2 + (v10 + v′10)2]

⇒ l2 +m2 = k2 · U4
10 (2.15)

Equation 2.15 is solved for the positive magnitude U10:

U10 = |
4√l2 +m2
√
k

|. (2.16)

Inserting equation 2.16 into equations 2.12 and 2.14 allows to solve for the
two unknowns u′10 and v′10:

(u′10, v
′
10) = sign(τ ′x, τ ′v) · (l,m) ·

√
k

k 4√l2 +m2
− (u10, v10) (2.17)

The correct sign of equation 2.17 is determined using the wind stress anomaly
spatial patterns.

A Note on Wind Speed Magnitude
By using this approach, it is ensured that the desired wind stress anomalies
are applied to the model. However, wind speed values from Equation 2.17
are also used to calculate the wind speed magnitude in the bulk formulae
of sensible and latent heat fluxes (Fairall et al. (1996), see Section A.3 for
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the equations). Using the asymmetric wind speed values thus leads to asym-
metric wind speed magnitudes and results in 18% higher mean wind speed
deviation during La Niña than El Niño (Figure 2.5). While this asymmetry
in wind speed magnitude is not ideal, it is of less importance than obtaining
the correct symmetric wind stress values.

Figure 2.5: Mean wind speed magnitude over the region 5◦S−5◦N and
160◦E−160◦W for the strong El Niño and La Niña simulations as a 30–day
moving average. The high variability within this data results from small-scale
weather systems as it resembles the idealized atmospheric forcing with climato-
logical and perturbation values combined.
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2.5 Experimental Design

The following six experiments are run to evaluate the impact of ENSO events
on the model’s heat storage and WWV changes.

EXPEN: Simulation of a strong El Niño event over two years as
a composite of three observed extreme events (1983–84,
1997–98 and 2014–16 followed by a spin-down period of
two years with climatological forcing.

EXPLN: Simulation of a strong La Niña event as the inverse of
EXPEN’s atmospheric forcing followed by a spin-down
period of two years with climatological forcing.

EXPEN+LN: Simulation of a full ENSO cycle consisting of a strong El
Niño event, a subsequent strong La Niña event and a two
year spin-down period.

EXPLN+EN: Same as in EXPEN+LN but with reverse order of events.
EXPmEN+mLN: Simulation of a moderate ENSO cycle with 45% ampli-

tude reduction in the two time series (i.e. with a maxi-
mum Niño3.4 = ±1◦C during El Niño/La Niña) followed
by the two-year spin-down period.

EXPmLN+mEN: Same as in EXPmEN+mLN but with reverse order of
events.



3
Results and Discussions

This chapter presents the simulated results organized in two parts. First,
OHC asymmetries between El Niño and La Niña at the peak of the event
are analysed as the respective anomalies show the highest magnitude. All
anomalies in this study are calculated with respect to the mean of five un-
forced CNYF control simulations. Simulating full ENSO cycles with El Niño
+ La Niña as well as the reverse order of events reveals the asymmetry of
the ocean’s state after both cycles. The second part of the discussion focuses
on the WWV balance throughout the ENSO cycle giving insight into the
individual processes driving discharge and recharge during El Niño and La
Niña.

3.1 Impact of ENSO on Ocean Heat Content

3.1.1 Response to El Niño and La Niña Events

As expected in the experimental setup, most anomalies are located in the
tropical Pacific. During El Niño, a typical warm central and eastern Pacific
develops and peaks in month 12 coinciding with the pre-defined westerly wind
anomalies (Figures 3.1a, B.1a, ii). The Niño3.4 index reaches a maximum
value of 1.57◦C. This is approximately 12% lower than given by the ideal-
ized time series (Figure 2.2a) and is not unexpected as SST is dynamically
determined by the ocean model.

The La Niña simulation during the same month exhibits a slightly dif-
ferent spatial SST pattern. While the warm central and eastern Pacific in
the El Niño run extends from the South American coastline, most of the
anomalous cold SST values are situated around 130◦W in the La Niña case
(Figures 3.1b and B.1b, ii).

21
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a) Month 12 EXPEN

b) Month 12 EXPLN

Figure 3.1: SST anomalies [◦C] overlaid with wind stress deviations as arrows
[10−2 N m−2] at the peak of a) El Niño and b) La Niña. Wind stress anomalies
are opposite for the two events as prescribed. The framed area represents the
Niño3.4 region.

As discussed in Chapter 1, ENSO anomalies extend to the global scale.
During the strong El Niño event in 1997–1998, the global mean sea surface
temperature (GMSST) from the NOAA OI SST v2 dataset Reynolds et al.
(2007) showed a maximum deviation of more than 0.2◦C. In this study, the
response in GMSST at month 12 is 0.09◦C (Figure 3.2a). Strong wind stress
anomalies as simulated with the global regression patterns X1,~~τ and X2,~~τ
in the Southern Ocean between Australia and South America may reduce
GMSST values by increasing upwelling of cold water masses.

The model’s GMSST anomaly strongly correlates with the simulated
Niño3.4 index (r = 0.92). In the last four months of the El Niño event
(months 20–24), the Niño3.4 index is negative, indicating a cool surface de-
spite the prescribed weaker trade winds (Figure B.1a, ii). This is a signal of
the discharged state of the tropical Pacific.

When Niño3.4 is highest, the ocean’s discharge of heat is strongest (large
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negative OHC gradient, Figure 3.2a). In said figure, the OHC anomaly is
shown as the identical globally integrated surface heating anomaly. Negative
heat flux anomalies indicate that global ocean looses heat, particularly in
water masses above 25◦C (Figure B.2b). At month 12 of El Niño, warm
water masses in the eastern tropical Pacific are exposed to the surface and
loose heat either by transfer into the atmosphere, by meridional transport
to higher latitudes or by vertical mixing into the ocean’s interior (Lengaigne
et al. (2012), Figure 3.2a). Heat fluxes from the ocean into the atmosphere
are tightly correlated with Niño3.4 (r = 0.72) indicating that the warmest
equatorial Pacific SST values coincide with the highest anomalous heat fluxes
into the atmosphere (Johnson and Birnbaum, 2017). In this simulation, the
surface heat flux into the atmosphere peaks one month before Niño3.4 (OHC
and Niño3.4, Figure 3.2a, c). As this simulation has a higher temporal resolu-
tion compared to the study by Johnson and Birnbaum (2017), a one-month
time lag is nearly identical to their findings.

The discharge phase, seen in the WWV anomalies (Figure 3.2c), lasts
about one year, the same time duration as during the strong El Niño 1997–
1998 (Meinen and McPhaden, 2000). WWV decrease is initiated at month
9 shortly before SST anomalies in the eastern Pacific are highest. Four-
teen months later discharge ceases in the equatorial region and a subsequent
recharge phase is initiated. The increase in WWV during months 20–24 may
be occurring as the result of the strengthened Philippine anticyclone (Fig-
ure 2.1b) and the recovering trade wind strength. As the recently cooled
water masses are once again exposed the surface, short-term heat uptake is
facilitated as the temperature difference between atmosphere and ocean is
enhanced.
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EXPEN EXPLN

a) b)

c) d)

Figure 3.2: Time series of the strong El Niño and strong La Niña simulations fol-
lowed by the two-year-long spin-down period. Figures a) and b) show GMSST
[◦C] and globally integrated OHC [J] anomalies while c) and d) show the ideal-
ized Niño3.4 (dashed line, same as in Figure 2.2), the simulated Niño3.4 index
[◦C] and WWV anomalies [m3]. The vertical lines at month 12 indicate the
peak of the specific event in December of the first simulation year. The vertical
line at month 24 represents the end of the event and subsequent start of the
spin-down period with climatological forcing.

WWV discharge during El Niño is restricted by its build-up prior to the
event. The simulated WWV anomalies before the discharge phase are about
50% lower than during observed strong El Niño events with the same Niño3.4
index (Meinen and McPhaden, 2000). This is due to the El Niño event
being initiated from climatological conditions with no prior WWV anomaly.
This factor may contribute to the decreased strength of the simulated El
Niño event relative to observations as WWV strongly influences the events’
magnitude (Johnson and Lyman, 2014).
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To first order, the anomalies in the La Niña simulation (3.2b, d) are op-
posite to the El Niño event. However, there are also considerable differences.
OHC, while staying at a constant −2.5 × 1023J over six months in the El
Niño simulation, decreases during the same time period in the La Niña sim-
ulation (compare Figures 3.2a, b). This different signal during La Niña may
be attributed to the ocean gaining more heat when equatorial Pacific SSTs
are cool compared to its heat decrease during El Niño.

The spin-down periods in both simulations show that the ocean requires
about as much time to equilibrate as the length of the previous event itself.
GMSST and Niño3.4 adjust to neutral conditions faster than OHC andWWV
due to the slower response of the ocean’s interior relative to the surface.

Asymmetries in Temperature and Heat Response at Month 12

As shown in the two time series of GMSST and Niño3.4, the ocean’s surface
temperature response between El Niño and La Niña is strongest during the
peak of both events. This section takes a closer look at the asymmetries
between the events at this time.

The global horizontal average ocean temperature response at the peak
of both El Niño and La Niña is restricted to the upper 750 m as it takes
considerably longer than 12 months for signals to propagate deeper into the
ocean’s interior (Figure 3.3). As expected from the RDO theory and the ob-
servational study by Johnson and Birnbaum (2017), warming occurs in the
upper ocean during El Niño (up to 0.13◦C) and cooling during La Niña (up
to −0.14◦C). While the response to El Niño in the upper 100 m is about as
strong as in the moderate (Niño3.4 = 1◦C) event observed in Johnson and
Lyman (2014), the mid-depth response is 2.5 times stronger in the simula-
tions.

The mid-depth signal with cooling (warming) during El Niño (La Niña)
is associated with the TC depth adjustment (Johnson and Birnbaum, 2017).
During normal conditions, the TC is deep in the western and shallow in the
eastern Pacific (Johnson and Birnbaum, 2017). This temperature response
thus reveals that the TC depth anomaly in the West dominates the deep
response and vice versa in the eastern Pacific (Figure B.1a, iii and Figure
B.1b, iii). As a Hovmöller Diagram (i.e. a figure with longitude/latitude and
time axes) only gives the equatorial mean response, the full spatial extent of
the TC anomaly is clearer in depth-integrated OHC maps (Figure 3.4).
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Figure 3.3: Global area-
averaged ocean tempera-
ture response [◦C] at the
peak of the El Niño (red)
and La Niña (blue) event
(month 12). The orange
line shows the difference in
response. The horizontal
lines at 128 m and 414 m
depth denote the bound-
aries of the two depth lev-
els I and II as in Johnson
and Birnbaum (2017).

Heat content anomalies in the two depth layers I (surface-128 m depth)
and II (128 m-414 m depth) are calculated from the temperature anomalies
with

OHC(x, y, z, t) = ρ0 · cp ·
∫ ∫ ∫

Θ(x, y, z, t) dxdydz (3.1)

where ρ0 is the reference density of sea water (1035 kg m−3), cp is the specific
heat capacity of sea water at constant pressure (3992.1 J kg−1 K−1, Griffies
(2012), Θ = Θ(SA, θ, p0, t) is the conservative temperature [K] as a function
of absolute Salinity SA [g kg−1], potential sea water temperature θ [◦C], sea
surface pressure p0 (101325 Pa) and time t. Θ is calculated using the Ther-
modynamic Equation of Seawater 2010 toolbox (McDougall et al., 2009).

Both cooling and warming signals are close to symmetric in the upper-
most layers (Figure 3.4a, b) and non-linear responses are more pronounced
at depths between 128 m and 414 m. Anomalies in the WPWP during La
Niña (Figure 3.4c) are stronger and more symmetric across hemispheres than
in the El Niño simulation. In the Northern Hemisphere, the warm anomalies
during La Niña (Figure 3.4c) extend through the Indonesian Throughflow
(ITF) into the eastern Indian Ocean as the ITF is enhanced due to the
increased sea surface height (SSH) difference between the Pacific Ocean and
the Indian Ocean (Meyers, 1996; Liu et al., 2015).
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Indian Ocean heat anomalies in both depth layers are highest along an
elongated band at 8◦S and may be caused by changes in the South Equatorial
Current (Lumpkin and Johnson, 2013) or related to variations in the ITF
(Sprintall et al., 2014).

a) EXPEN: 0–128 m b) EXPLN: 0–128 m

c) EXPEN: 128–440 m d) EXPLN: 128–440 m

Figure 3.4: Depth-integrated ocean heat content response [J] to strong El Niño and
La Niña events in the model at month 12 of the simulations for the two depth
levels I and II defined in Figure 3.3 and similar as in Johnson and Birnbaum
(2017).

While the depth-integrated heat content maps show near symmetric anoma-
lies, there are two depth levels where the ocean’s asymmetric response is
strongest (Figure 3.3, orange line). At 128m depth, the temperature re-
sponse to El Niño is stronger than to La Niña throughout the global ocean.
More intense cooling than heating in the western and vice versa in the east-
ern Pacific drives the global response (Figure 3.5a, c). On the other hand,
at 191m depth, the ocean’s temperature response to La Niña in the WPWP
is almost twice as large than to El Niño (+0.13◦C vs. –0.07◦C, Figure 3.3b,
c). These strong signals originate in an increase of the temperature gradient
across the climatological TC due to warming (cooling) above relative to the
constant temperature of water masses below.
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a) 128m depth b) 191m depth

c) Sum of a) and b)

Figure 3.5: Map of OHC differences between the simulated a) El Niño and b) La
Niña events at month 12 of the simulations [J]. In c) the longitude vs. depth
section of the temperature anomaly difference averaged between 5◦N and 5◦S
[◦C]. Mean temperature contours [◦C] in c) are overlaid with the TC in bold.
Positive values indicate La Niña heats more than El Niño cools and vice versa.

The analysis thus far shows how temperature and ocean heat content
responds to isolated ENSO events. However, most often these evens occur
sequentially as is examined in the next Section.

3.1.2 Response During the Full ENSO Cycle

This section gives an overview of the anomalies during full ENSO cycles as
well as the state of the ocean after a four-year-long oscillation.

As the ocean is not in a state of equilibrium after the first event, the
residual anomalies impact the subsequent event. This effect is most clear in
the OHC time series which shows that the total heat uptake for La Niña is
increased by about 27% if it follows El Niño as compared to an isolated event
(months 24–48, Figure 3.6a vs. months 1–24, Figure 3.2b). This is mainly



CHAPTER 3. RESULTS AND DISCUSSIONS 29

the result of heat being discharged during El Niño and the cooler ocean being
able to take up considerable heat from the atmosphere. However, heat uptake
in these simulations is directly linked to the strength of the trade winds as
it ceases once the winds return to their climatological values (Figure 3.6a).
On the other hand, heat release is also increased (+28%) if El Niño follows
La Niña (months 24–48, Figure 3.6b vs. months 1–24 Figure 3.2a). This
asymmetry in heat uptake and release also leads to the ocean requiring a
longer time period to return to climatological conditions.

Asymmetries are also evident in the Niño3.4 index: If La Niña follows
an El Niño, the Niño3.4 anomaly at the peak of the event is increased by
∼15% compared to a La Niña event in isolation (Figure 3.6c vs. months 1–24
Figure 3.2d)). This is due to the ocean being in a discharged state after the
El Niño, reinforcing incipient changes in the Walker circulation.

EXPEN+LN EXPLN+EN

a) b)

c) d)

Figure 3.6: Time series of the strong ENSO cycle simulations with El Niño + La
Niña and the reverse order of events followed by the two-year-long spin-down
period. Figures a) and b) show GMSST [◦C] and globally integrated OHC [J]
anomalies while c) and d) show the idealized Niño3.4 (dashed line, same as in
Figure 2.2), the simulated Niño3.4 index [◦C] and WWV anomalies [m3]. The
vertical line at month 48 represents the end of the event and subsequent start
of the spin-down period with climatological forcing.
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Asymmetries in Temperature and Heat Response at Month 48

The ocean at the end of an ENSO cycle has not yet returned to neutral
conditions. Residual equatorial temperature anomalies show that cooling
(warming) is dominant in 150m depth in the western Pacific. While warming
is stronger below the climatological TC if La Niña follows El Niño, cooling
dominates above if the order of events is reversed (Figures 3.7a,b). Compared
to the signal during peak of El Niño and La Niña, the residual signal extends
further east as a result of the basin-wide recharged/discharged state of the
ocean McGregor et al. (2014). As expected from the analysis in Section 3.1.1,
asymmetries between the two ENSO cycles are located on either side of the
climatological TC as a result of the vertical motion of the TC (Figure 3.7c).

Residual OHC anomalies are more pronounced in the Northern Hemi-
sphere in the Pacific and Southern Hemisphere in the Indian Ocean (Figure
3.8a, b). In the Pacific, these anomalies are caused by the hemispherically
asymmetric discharge and recharge of warm water masses during El Niño
and La Niña respectively (McGregor et al., 2014). This effect will later on
be discussed in Section 3.2. The Southern Hemisphere Indian Ocean signal
is influenced by atmospheric teleconnections to the Pacific embedded in the
regression patterns (Figures 2.3, 2.4) and the ITF. The residual anomalies
in an elongated band at 8◦S may be associated with a positive Indian Ocean
Dipole (IOD) which often co-occurs with El Niño (Saji et al., 2017). Pos-
itive IOD events feature anomalous cooling off the coast of Sumatra/Java
and warming in the western Indian Ocean (Yang et al., 2015). The residual
Indian Ocean anomalies are mainly restricted to the Southern Hemisphere
agreeing well with Rao and Behera (2005).

Asymmetries in OHC after the two ENSO cycles (Figure 3.8a, b) are
generally small with a slightly stronger cooling anomaly at 10◦N if El Niño
occurs second (Figure B.3). This spatial pattern may, as mentioned above,
be caused by the hemispherically asymmetric meridional transport during El
Niño.
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a) Month 48 EXPEN+LN

b) Month 48 EXPLN+EN

c) Sum of a) and b)

Figure 3.7: In a) and b) longitude vs. depth sections of temperature anomalies
averaged between 5◦N and 5◦S at the end of the two ENSO cycles [◦C]. In c)
the sum of a) an b) with adjusted range of [−2.5, 2.5]◦C for a clearer signal.
Overlaid are contours of the climatological temperature.
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Among others, meridional transport is a key component driving the dis-
charge and recharge phases of ENSO. The next chapter will first give a short
introduction into the different mechanisms that contribute to changes in the
WWV over the seasonal cycle before investigating how the associated volume
fluxes vary during El Niño and La Niña.

a) Month 48 EXPEN+LN

b) Month 48 EXPLN+EN

Figure 3.8: In a) and b) depth integrated OHC anomalies [J] at the end of the
two ENSO cycles.

3.2 The Warm Water Volume Balance

WWV is not only a good indicator of equatorial OHC but also a key predic-
tor in ENSO forecasts as it leads Niño3.4 values by 6–8 months (Bosc and
Delcroix, 2008; McPhaden, 2012). This section will first give a brief theoret-
ical introduction into the WWV balance before presenting its annual cycle
and the anomalies throughout the ENSO cycle. To investigate the influence
of individual vertical volume fluxes, the Water Mass Transformation (WMT)
framework by Walin (1982) and improved by Iudicone et al. (2008) is used.
WMT describes the processes which lead to a given water parcel’s change
in temperature and volume which is affected by both adiabatic and diabatic
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processes.

The WWV balance is calculated in the region 5◦N–5◦S and 116◦30’E–
78◦W with the ITF defined between East Kalimantan (116◦30’E) and New
Guinea (133◦45’E) at 2◦S (Figure 3.9). This region is also used in studies
by Meinen and McPhaden (2000); Lengaigne et al. (2012); McGregor et al.
(2014).

Figure 3.9: The WWV region between 5◦N and 5◦S framed by the coastlines of
Borneo, South America and Papua New Guinea. The Indonesian Throughflow
(ITF) is defined as the transect between East Kalimantan (116◦30’E) through
Sulawesi to New Guinea (133◦45’E) at 2◦S.

d(WWV )
dt

= V (x, y,Θ, t) + J︸ ︷︷ ︸
Adiabatic Processes

+ GF + GM + GI︸ ︷︷ ︸
Diabatic Processes

with GF = F · a
ρ0 · cp ·∆T

, GM = M · a
ρ0 · cp ·∆T

(3.2)

where d(WWV )/dt is the change in WWV [m3 s−1], V (x, y,Θ, t) is the
meridional transport of water across y = (5◦N, 5◦S and the ITF) [m3 s−1], J
is the surface volume flux [m3 s−1], GF , GM are the vertical surface forcing
and mixing volume fluxes across the TC [m3 s−1], GI is the implicit volume
flux calculated as the residual [m3 s−1], F and M are the heat fluxes corre-
sponding to GF and GM [W m−2], a is the total area within the WWV region
(2.04 × 1013 m2) and ∆Θ is the difference between two temperature bins in
the water mass transformation diagnostics (0.5◦C).
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Adiabatic processes include the horizontal and vertical transport of heat
by volume fluxes where the heat content of a given parcel is constant (∆Q =
0). Meridional transport through the transects 5◦S, 5◦N and the ITF as well
as the vertical surface volume flux J by precipitation, evaporation and river
run-off are both adiabatic processes (Figure 3.10).

Figure 3.10: Simplified box model of volume fluxes influencing WWV in the
equatorial Pacific above the thermocline. OHC and WWV denote the quantity
above the TC (shaded volume). Meridional transport moves volume into and out
of the region. G is the surface volume flux and GM the vertical mixing volume
flux across the TC from warmer (red shaded area) to cooler (blue shaded area)
water. GF is the surface forcing volume flux due to the downward net surface
heat flux Qnet↓ and GI indicates implicit mixing. To simplify the schematic,
the arrows only show fluxes into the WWV region.

The diabatic processes represent vertical heat fluxes warming or cooling
WWV and thus increasing and decreasing its volume (∆Q 6= 0). The down-
ward net surface heat flux warms ocean water masses at the surface and in
the upper-most layers (Equation 3.3).

Q↓net = F ↓SW + F ↓LW + SH + λE (3.3)

where Q↓net is the downward net surface heat flux [W m−2], F ↓SW is the down-
ward short-wave heat flux, F ↓LW is the downward long-wave heat flux, SH is
the sensible heat flux and λE is the latent heat flux all in units of [W m−2].
Through surface heating, water moves to warmer temperature regions re-
sulting in a volume flux across the TC (GF , Figure 3.10). Diffuse vertical
mixing (and the non-local heat flux within the KPP boundary layer scheme
of Large et al. (1994)) also lead to diabatic temperature changes as it cools
near the surface and warms deeper water masses resulting in a temperature
and subsequent volume exchange (shaded areas, Figure 3.10). The associated
climatological volume flux of the rising warm water masses across the TC is
thus directed into the WWV region (GM, Figure 3.10).
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Implicit mixing is an additional mixing process associated with truncation
errors in the advection scheme that result from optimizing numerical calcu-
lations. As the model does not include horizontal diffusion, the advection
scheme smooths strong horizontal gradients (the implicit mixing) represent-
ing horizontal mixing near the grid cell border. However, as the advection
scheme is three-dimensional, implicit mixing may also include small parts of
vertical mixing. This term is calculated as the residual (GI , Figure 3.10).
See Holmes et al. (2018) for more information.

The two WMT fluxes as well as J are calculated separately at each
spatial location and time step during the simulation (i.e. they are diagnostic
variables and follow the procedure discussed in Holmes et al. (2018).

3.2.1 The Climatological WWV Balance

In order to understand the WWV-associated fluxes throughout the ENSO cy-
cle, the seasonal cycle is investigated first. The model’s climatological WWV
exhibits, consistent with observations by Meinen and McPhaden (2000), an
interannual variability of 3 × 1014m3 (i.e. time-integral of the change in
WWV, Figure 3.11). The annual mean balance is approximated between the
adiabatic and diabatic fluxes resulting in an annual mean change in WWV
of 0.56Sv. This small positive value may be a small residual error in the
temperature bin calculations of the model. It is much smaller than the other
balance terms and the changes throughout the annual and ENSO cycles.

Upwelling of cold water masses in the eastern equatorial Pacific leads to an
annual mean WWV addition by surface forcing (+2.7 Sv, 1 Sv = 106 m6 s−1),
vertical mixing (+6.8 Sv) and implicit mixing (+3.5 Sv). The increased
WWV is balanced by meridional transport across 5◦N and 5◦S (−6.5 Sv)
as well as flow through the ITF (−6.1 Sv). The impact of surface volume
fluxes as suggested in Meinen and McPhaden (2001); Lengaigne et al. (2012)
is negligible compared to the other terms and will not be discussed further.

WWV depletes in the first half of the year as meridional transport across
5◦N, 5◦S and in particular the ITF move warm water masses out of the WWV
region (Figure 3.11). The diabatic vertical mixing and surface forcing volume
fluxes are both small during the first six months. In the second half of the
year, trade winds shift southward and intensify, increasing both WWV build-
up and depletion by an increased Ekman flow across 5◦N and 5◦S (Wyrtki
and Meyers, 1976). The vertical mixing heat flux is more dominant than
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the surface forcing heat flux in WWV build-up during austral winter and
spring. The high rates of vertical mixing are caused by the shallower TC and
increased turbulence as trade winds increase (Liu et al., 2016). Both diabatic
heat fluxes are stronger than the increase in Ekman transport leading to a
net increase in WWV starting in August.

Figure 3.11: Annual cycle of the climatological WWV balance terms [Sv]. Positive
values indicate a volume flux into the region. A 3–month running mean has been
applied.

3.2.2 The WWV Balance Throughout the ENSO Cycle

Over the ENSO cycle, WWV undergoes changes associated with recharge and
discharge periods which will be the focus of the analysis here. The discharge
phase during El Niño is defined as the period when the change in WWV
anomaly is negative (blue area from month 9–22, Figure 3.12a). To ensure
a symmetric analysis, the recharge phase during La Niña covers the same
time period two years later (blue area, Figure 3.12a) and the two phases are
reversed for the simulation with La Niña + El Niño (blue and red regions,
Figure 3.12b).
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a) EXPEN+LN

b) EXPLN+EN

Figure 3.12: The various WWV balance terms [Sv] as anomalies throughout the
ENSO cycle calculated in the region outlined in Figure 3.9. In a) the oscillation
with El Niño followed by La Niña and in b) the ENSO cycle with a reverse order
of events. A five month running mean as in Meinen and McPhaden (2000) has
been applied. The discharge phase (red region in a) is defined as the time period
when the change in WWV is negative from months 9–22 and the recharge period
covering the same months is defined two years later (blue region). In b) discharge
and recharge periods are exchanged. Positive (negative) values indicate a net
transport into (out of) the WWV region as indicated on the right hand side
in b). The vertical lines at month 24 and 48 indicate the end of the first and
second event of the oscillation.
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El Niño Discharge
The discharge phase during El Niño is initiated at month 9 when the change in
WWV anomaly becomes negative (Figure 3.6a). WWV depletion thus starts
three months ahead of the peak of El Niño and leads over the 14 month
period to a total volume decrease of 2.25× 1014 m3 (Table 3.1). Depletion of
WWV occurs in two steps with an initial decrease driven mainly by vertical
volume fluxes followed by meridional transport out of the region (red area,
Figure 3.12a).

header
EXPEN+LN EXPLN+EN

Discharge Phase
All units: [1014 m3] Discharge Phase Recharge Phase

Percentage Percentage
Change in Warm Water Volume −2.25 100% +2.37 100%
Meridional transport 5◦N + 5◦S −1.79 79.42% +1.53 64.38%
Meridional transport ITF +0.46 −20.68% −0.51 −21.61%
Horizontal Volume Flux: %− 1.33 58.74 % % + 1.02 42.77 %
GF −0.35 15.81% +2.39 100.67%
GM −0.73 32.70% −1.16 −48.87%
GJ +0.08 −3.92% −0.04 −2.00%
GI +0.07 −3.33% +0.17 7.43%
Vertical Volume Flux: %− 0.93 41.26 % % + 1.36 57.23 %

Table 3.1: Total contribution of each WWV balance term during the 14 month
long discharge and recharge periods as defined in Figure 3.12. All values are
time-integrated and in units of [1014 m3]. Positive (negative) values indicating
volume transport into (out of) the WWV region.

Surface forcing (dashed line) and the vertical mixing heat flux (dotted
line, Figure 3.12a) drive the initial stage of WWV discharge. Compared to
the seasonal cycle, vertical mixing is decreased during this early discharge
period due to the weakening of the trade winds and the deeper TC (i.e.
less turbulence) driving a negative anomalous volume flux out of the WWV
region. The surface forcing volume flux is also weakened relative to normal
conditions as warmer SST values are driving heat release to the atmosphere
and therefore a negative anomalous volume flux across the TC results. These
two diabatic processes combined lead to a net volume transport of 1.08 ×
1014 m3 across the TC out of the WWV region. The total vertical volume
flux throughout the discharge phase amounts to a volume change of −0.93×
1014 m3 and contributes ∼40% (as in Lengaigne et al. (2012)) to the total
WWV change.
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The second stage of the discharge phase with meridional transport as
the dominant driver occurs about six months later. During the initial dis-
charge phase, meridional transport through 5◦N and 5◦S is opposing WWV
depletion by moving anomalous warm waters into the region as wind stress
anomalies are confined to the Northern Hemisphere (Figure 2.1a, b, McGre-
gor et al. (2014)). This creates a large-scale southward Ekman flow into the
WWV region (McGregor et al., 2014). With the shift in wind stress anoma-
lies to the Southern Hemisphere during the second year of the simulation,
the wind stress forcing induces a basin-wide northward flow out of the WWV
region (McGregor et al., 2014) reducing the WWV.

While the large-scale horizontal transport through the two transects 5◦N
and 5◦S during the second stage of discharge is high, the strength of the ITF
is decreased throughout the full discharge phase (green line, Figure 3.12a).
This is the result of the reduced SSH difference between the Indian and
the Pacific Ocean (Sprintall and Révelard, 2014). Including the ITF, the
total horizontal transport during the discharge period is contributing with
1.33× 1014m3 about 60% to the WWV changes (Table 3.1); identical to the
value given in Lengaigne et al. (2012).

Implicit mixing (calculated as the residual) plays a minor role throughout
the discharge phase contributing only 3% to the WWV changes. The highest
rates of implicit mixing occur during the initial stage of discharge and coun-
teract vertical mixing by diffusion of heat into the region. This process may
be attributed to horizontal mixing across isotherms in the eastern equatorial
Pacific (Holmes et al., 2018).

La Niña Recharge
As during El Niño, the change in warm water volume during La Niña occurs
over two stages with an initial phase dominated by the diabatic fluxes and the
latter half of the recharge phase mainly controlled by meridional transport.
During La Niña’s recharge, the total change in WWV is 2.73×1014m3, about
as high as the change in volume during El Niño’s discharge phase (Table 3.1).

Compared to El Niño’s discharge phase, not all volume fluxes are opposite
and of the same magnitude. The most striking differences lie in the vertical
mixing and surface forcing fluxes (red area, Figure 3.12b). The strengthened
trade winds increase turbulence and vertical mixing in the upper-most layers
of the ocean thus increasing mixing rates. However, the vertical mixing
volume flux does not increase but decreases WWV. This is likely the result of
the upward shift of the TC in the eastern equatorial Pacific being positioned
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in a region where strong mixing cools water masses. The result is a strong
vertical volume flux across the TC out of the WWV region (Figure 3.13b).

The surface forcing volume flux clearly dominates WWV build-up with
a much stronger response compared to the discharge period. The increased
trade wind strength, shallower TC (up to 40m; Figure B.1b, iii) and cold
SST (up to −2.5◦C; Figure B.1b, ii) values lead to high heat absorption in
the eastern equatorial Pacific, thus warming the upper-most surface layers.
This results in a strong volume flux across the TC into the WWV region
(Figure 3.13b). The total contribution of the surface forcing volume flux to
the WWV increase is 2.39×1014m3 (100.67%). However, as the vertical mix-
ing contribution balances this large volume flux, the overall vertical volume
transport is ∼57% (Table 3.1). This value is slightly lower than in Lengaigne
et al. (2012) where diabatic processes contributed about 70% to the strong
La Niña WWV build-up in 1984, 1988 and 1999. These two values do not
disagree. Some discrepancies between the study here and Lengaigne et al.
(2012) are expected due to the different experimental design.

Implicit mixing during the recharge phase of La Niña as during El Niño
plays only a minor role (Figures 3.12a, b). It is responsible for just 3.5% to
7.5% of the changes in WWV. The strongest rates of implicit mixing during
La Niña coincide with the peak in vertical mixing as this process is enhanced
in regions with large horizontal and vertical velocity gradients. This occurs in
the eastern equatorial Pacific with a strong circulation and many small-scale
eddies.



CHAPTER 3. RESULTS AND DISCUSSIONS 41

a) El Niño discharge phase

b) La Niña recharge phase

Figure 3.13: The various anomalous WWV balance terms during a) El Niño’s
discharge and b) La Niña’s recharge phase. The dashed line is the climatological
TC and the solid line in the side view the anomalous TC during the discharge
and recharge phase. The shaded volume above the TC indicates the WWV. The
blue (and red) shaded areas indicate vertical mixing cooling (warming) water
masses. Qnet↓ is the downward net surface heat flux and GF , GM, GI and
J are the surface forcing, vertical mixing, implicit mixing and surface volume
fluxes. The blue shaded area in b) denotes where vertical mixing cools water
masses. The percentage values show the contribution of each volume flux to the
total discharge and recharge or warm waters.

Contrary to the vertical fluxes, meridional transport into the WWV re-
gion during the recharge phase is largely symmetric to the discharge of El
Niño. As during discharge, horizontal transport lags changes in WWV by
three months as the southward shift in wind anomalies to the Southern Hemi-
sphere is required for driving most of the anomalous horizontal transport.
Contrary to the meridional transport across 5◦N and 5◦S, the ITF is con-
sistently increased throughout the full discharge period (blue area, Figure
3.12b). The strong trade winds continuously increase the SSH in the west-
ern equatorial Pacific resulting in the increased ITF values and subsequent
WWV transport out of the region. In total, the meridional transport is re-
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sponsible for approximately 45% of the total recharge as compared to the
∼60% contribution during El Niño’s discharge (Table 3.1).

Asymmetries between the La Niña event occurring first or second in an
ENSO cycle are generally small with only minor differences in the total WWV
balance terms (red areas, Figure 3.12a, b). As expected, the total recharge
increases by about 10% if La Niña follows El Niño (Table 3.1, B.1). The same
finding applies to El Niño’s discharge period which is enhanced by about 13%
if it follows La Niña. As mentioned above in Section 3.1.2 it is the result of
residual anomalies impacting the subsequent event.



CHAPTER 3. RESULTS AND DISCUSSIONS 43

3.3 Moderate Events

This study’s focus has been on extreme events as the asymmetries typically
increase with magnitude of the events (Levine et al., 2016). However, non-
linearities between El Niño and La Niña are also apparent in moderate events.
The moderate simulations show that overall asymmetries are reduced when
the amplitude is reduced. This is particularly visible in the OHC and WWV
anomaly time series (Figure 3.14) compared to the time series shown above
(Figure 3.6).

The reduction of approximately 45% in the atmospheric anomalies also
results in an almost equivalent reduction of total WWV changes during dis-
charge and recharge periods (Table 3.1, B.1). Correspondingly, the adiabatic
and diabatic volume fluxes are also decreased in a similar manner. The strong
asymmetries between the vertical heat fluxes during discharge and recharge
phases also occur during moderate events with the surface forcing volume
flux contributing about as much to the total WWV change as in an extreme
event (Table B.2). Overall, the moderate events confirm that the mechanisms
driving heat uptake and WWV variability during extreme ENSO events are
also apparent.

Furthermore, the moderate La Niña here (i.e. a 45% reduction of the
idealized time series amplitude) is much closer to a real observed La Niña
when comparing the solid and dashed lines in Figure 2.2b).
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EXPmEN+mLN EXPmLN+mEN

a) b)

c) d)

Figure 3.14: Time series of the moderate ENSO cycle simulations with El Niño +
La Niña and the reverse order of events followed by the two-year-long spin-down
period. Figures a) and b) show GMSST [◦C] and globally integrated OHC [J]
anomalies while c) and d) show the idealized Niño3.4 (dashed line, same as in
Figure 2.2), the simulated Niño3.4 index [◦C] and WWV anomalies [m3].

3.4 A Note on the Ensemble Approach

To increase the signal-to-noise ratio, five ensemble runs with slightly different
initial conditions have been simulated (see Appendix C on how the ensemble
runs were set up). The simulations show that variability within the control
ensemble is much weaker than the forced variability (Figure 3.15). Therefore
the ensemble approach has not been further continued.
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Figure 3.15: Time series of GMSST [1/10◦C], Niño3.4 [◦C] and WWV [m]from the
EXPEN+LN simulation with five ensembles each varying slightly in its initial
conditions. The GMSST anomaly time series has been multiplied by 10 for a
clearer signal. The shaded area indicates the difference between the highest and
lowest value within the ensembles with the solid line representing the ensemble
mean.



4
Conclusions and Outlook

The primary goal of this study was to simulate idealized symmetric El Niño
and La Niña events to assess non-linear ocean responses to these atmospheric
perturbations, particularly in regard to ocean heat content and warm water
volume anomalies. The RDO theory assumes that the ocean response should
be the opposite between the two events, but it was shown that this is not
the case. Non-linear behaviour arising from the dependence of the surface
heat fluxes on SST, from the Indonesian Throughflow and from vertical heat
fluxes each contribute to a complex interplay resulting in different states of
the ocean once conditions return to normal.

It was shown in Chapter 3 that the ocean’s response to the La Niña-type
forcing was stronger than to El Niño-type forcing with regards to the global
mean ocean temperature, ocean heat content and warm water volume. In
short, the ocean warms more during La Niña than it cools during El Niño.
However, the simulations conducted here differ from observed events where
the Niño3.4 index is generally weaker for La Niña and thus an observed ENSO
cycle does not necessarily lead to net heat uptake by the ocean.

For the first time, use of the water mass transformation framework made
it possible to examine the timing, magnitude and contribution of different
diabatic processes to variations in warm water volume during a full ENSO
cycle. Establishing the warm water volume balance in the equatorial region
5◦N–5◦S revealed a two-stage warm water volume change during El Niño’s
discharge and La Niña’s recharge phase: The initial phase was dominated by
the surface forcing and vertical mixing volume fluxes which show a strong
asymmetry between El Niño and La Niña. The strength of the trade winds,
the temperature of the sea surface, the intensity of turbulence in the upper-
most layers of the ocean as well as the position of the thermocline were
described as key mechanisms to determine the contribution of the diabatic
fluxes to the total volume change. The second stage during discharge and
recharge, occurring three months later, was controlled by meridional trans-

46
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port across 5◦N and 5◦S with the ITF opposing the volume flux through the
two transects. The onset of strong meridional transport is linked to the south-
ward wind shift across hemispheres leading to basin-wide Ekman transport
(McGregor et al., 2014).

The increased influence of the diabatic terms during La Niña is in par-
ticular important in the context of current climate change. With the ocean
absorbing more than 90% of the additional anthropogenic heat (Johnson and
Lyman, 2014) and an increased probability of extreme ENSO events in the
future (Collins et al., 2010; Cai et al., 2014, 2015), the eastern equatorial
Pacific will be a key region in mixing additional heat into deeper layers of
the ocean. This added heat may lead subsequently to sea-level rise by ther-
mosteric expansion which would be detrimental to Small Pacific Island States
that are located in this region.

4.1 Future Work

Composite La Niña Events:
The experimental setup was designed to isolate the ocean response to El Niño
and La Niña in a theoretical framework. As observed La Niña events differ
both in length and magnitude to the ones simulated in this study. Heat
anomalies after the full ENSO cycle are not representative of real events.
Therefore, it would be beneficial to simulate La Niña events with idealized
time series from a composite of the three observed extreme events 1988-1990,
2007-2008 and 2010-2011 (dashed lines, Figure 2.2b). The polynomials for
these time series are presented in the Appendix (Section A.2).

Non-mirrored Idealized Time Series:
The idealized time series for the second year of an El Niño and La Niña
event were mirrored from the first year to ensure a symmetric increase and
decrease of atmospheric anomalies throughout the event (Figure 2.2). With
this design choice, the peak of the PC time series was reduced. Including
the second part of the polynomial time series in a future simulation could
change the strength of the southward wind shift and therefore the related
meridional transport across 5◦N and 5◦S.

Pacific-only Forcing:
As mentioned in Section 3.1, Indian Ocean heat anomalies arise due to the



CHAPTER 4. CONCLUSIONS AND OUTLOOK 48

co-occurrence of El Niño and a positive Indian Ocean Dipole. It would be
valuable to consider a second set of experiments separating changes in the Pa-
cific from changes in other regions by removing atmospheric teleconnections,
i.e. by forcing anomalies only over the Pacific region (Figure 4.1).

Figure 4.1: Proposed Pacific-only region mask where the input would be reduced
over four grid points using the scaling factor sin(x) with x ∈ (π/2, π).

El Niño Modoki:
While extreme El Niño (La Niña) events such as the ones simulated in this
study exhibit the typical warm (cold) sea surface temperature anomalies in
the eastern Pacific, moderate events can be quite different. El Niño Modoki
(もどき, jpn: ‘a similar but different thing’) displays a peak warming of
sea surface temperature in the central Pacific surrounded by cooler areas
East and West (Ashok et al., 2007). Using the approach in this study to
simulate El Niño Modoki would give valuable insight on how the processes
that are influencing changes in warm water masses are driven by event type
and magnitude.



A
Additional Calculations

A.1 Southern Oscillation Index

The SOI is calculated as the difference of standardized sea level pressure
anomalies based on the 1981–2010 period at the two locations Tahiti (French
Polynesia) and Darwin (Australia) divided by the monthly standard devia-
tion Ropelewski and Jones (1987), Equations A.1–A.3)1.

Standarized Index in Tahiti:

st. Tahiti(t) = SLPT (t)− SLPT
σT (t)

σT (t) =

√√√√ N∑
i=1

(SLPi,T (t)− SLPT )2

N
(A.1)

where SLPT is a given sea level pressure value in Tahiti, SLPT is the cli-
matological value and σT is the standard deviation of SLP in Tahiti. The
same procedure is applied to the values in Darwin. The monthly standard
deviation is calculated as:

MSD(t) =

√√√√ N∑
t=1

(st. Tahiti− st. Darwin2

N
(A.2)

and the SOI is given by

SOI(t) = st. Tahiti− st. Darwin
MSD

(A.3)

1http://www.cpc.ncep.noaa.gov/data/indices/Readme.index.shtml.
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A.2 Polynomials for a Composite of La Niña Events

If a composite of three strong La Niña events were chosen to obtain the
idealized N34 and PC time series, different polynomials would have been
used (Equations A.4 and A.5).

Niño3.4(t) = −0.02 · ω(t)7 + 0.13 · ω(t)6 + 0.19 · ω(t)5 − 0.83 · ω(t)4

− 0.51 · ω(t)3 + 1.71 · ω(t)2 + 0.23 · ω(t)− 1.13 (A.4)

PC2(t) = −0.15 · ω(t)4 + 0.09 · ω(t)3 + 0.38 · ω(t)2

− 0.28 · ω(t) + 0.06 (A.5)

with ω(t) centered and scaled as in Equation 2.8. The first part of the two
time series is mirrored as before so that increase and decrease of atmospheric
anomalies is is identical (dashed lines, Figure 2.2b).

A.3 Bulk Parameterizations for Surface Heat and Mo-
mentum Fluxes

The atmospheric forcing fields are used to calculate surface wind stress, heat
and momentum fluxes in the model. The following three subsections describe
how these calculations are done at each time step in the model.

A.3.1 Surface Heat Fluxes

Non-Penetrative Flux

The surface heat flux Q [W m−2] is defined as positive for heat leaving the
ocean. This flux consists of the following contributions (Lohmann et al.,
2016):

Q = F ↓LW + SH + λE + FICE (A.6)

where F ↓LW is the long-wave radiative flux leaving the ocean, SH is the sensi-
ble heat flux, λE is the latent heat flux and FICE is the heat flux exchanged
between ocean and atmosphere during the production of sea ice (Griffies,
2012). Sensible heating is the exchange of heat between atmosphere and
ocean which changes the temperature of either of these (Tipler and Mosca,
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2007). It generally cools the ocean, particularly near the western boundary
currents such as the Kuroshio in the northern Pacific (Griffies, 2012). Latent
heating occurs when water changes phases, i.e. when it evaporates or when
ice melts (Tipler and Mosca, 2007). ICE is extracted from the ice model.
Sensible and latent heat fluxes [W m−2] are calculated using bulk formulae
(Fairall et al. (1996), Equations A.7 and A.8.

SH = ρa · cp · Ch · U10 · (SST − T10) (A.7)

λE = ρa · Lv · Ce · U10 · [(0.98 · qsat(SST )− qv,10] (A.8)

where Ch and Ce are the unitless transfer coefficients for sensible and latent
heat which are themselves functions of the fluxes described in Panofsky and
Dutton (1984); Geernaert (1990), Lv is the latent heat of vaporization given
as a constant (2.5×106 J kg−1; Griffies, 2012) and qsat(SST ) is the saturation
water vapour mixing ratio at the sea surface.

Penetrative Flux
This flux arises due to short-wave radiation entering through the ocean sur-
face and being absorbed by seawater. A fraction of this radiation can pene-
trate below the surface ocean grid cell and depends on the optical parameters
of seawater (Griffies, 2012). The short-wave radiative flux (Equation A.9)
through the bottom of a the surface ocean grid cell z = ∆z is calculated
using the formula in Griffies (2012).

F ↓SW = cp ·Q(z = −∆z) (A.9)

A.3.2 Surface Momentum Fluxes
The exchange of momentum through the atmosphere-ocean boundary is mainly
due to turbulent processes. The ocean kinematic flux (i.e. the transport per
unit area per unit time) given in Griffies (2012) is associated with the turbu-
lent transport of momentum across the ocean surface (Equation A.10).

−(w′ · (u10, v10))~ν = (τx, τy)
ρ~ν

≈ (τx, τy)
ρa

| ~ν = (νx, νy) = ~τ · ∂(y, x)
∂(u, v)

(A.10)

where ~ν is the kinematic viscosity of sea water (El-Dessouky and Ettouney,
2002). In addition, momentum is also transported through mass exchange
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across the air-sea interface since water carries non-zero momentum. However,
this advective momentum exchange is ignored in this climate model (Griffies,
2012).



B
Supplementary Figures

a) EXPEN+LN, i) τx ii) SST iii) 20◦C isotherm depth

b) EXPLN+EN, i) τx ii) SST iii) 20◦C isotherm depth

Figure B.1: Hovmoeller Diagrams during the two strong ENSO simulations a) El
Niño + La Niña and b) La Niña + El Niño of i) wind stress [10−2 N m−2], ii)
SST [◦C] and iii) 20◦C isotherm depth [m]. Data is averaged over 5◦S - 5◦N.
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The total volume V and OHC in a layer of water warmer than Θ is given by

V(x, y,Θ, t) =
∫ ∫ ∫

Θ′(x,y,z,t)>Θ
dxdydz (B.1)

OHC(x, y,Θ, t) = ρ0 · cp ·
∫ ∫ ∫

Θ′(x,y,z,t)>Θ
Θ′ dxdydz (B.2)

where Θ′ is the temperature field in Cartesian coordinates (Holmes et al.
(2018), Figure B.2).
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EXPEN: a) Volume b) Heat

EXPLN: a) Volume b) Heat

Figure B.2: In a) global volume [m3] and in b) global heat [J] budget anomalies
as a function of temperature and time for the two strong El Niño and La Niña
events. The adjustments in large volumes of the colder ocean between -3◦C-
10◦C has been omitted as this study’s focus is on warm waters of the upper
ocean. The correlation coefficient between OHC and V budget is 0.70 for the
El Niño and 0.69 for the La Niña simulation. The vertical line at month 24
indicates the end of the event and subsequent start of the spin-down period.



APPENDIX B. SUPPLEMENTARY FIGURES 56

Figure B.3: Depth integrated ocean heat content anomaly difference [J] after the
complete ENSO cycle, i.e. the sum of Figure 3.8a, b).

header
EXPEN+LN EXPLN+EN

Discharge Phase
All units: [1014 m3] Recharge Phase Discharge Phase

Percentage Percentage
Change in Warm Water Volume +3.02 100% −2.61 100%
Meridional transport 5◦N + 5◦S +1.54 51.19% −1.88 72.18%
Meridional transport ITF −0.44 −14.80% +0.43 −16.60%
Horizontal Volume Flux: % + 1.10 36.39 % %− 1.45 55.58 %
GF +2.94 97.38% −0.53 20.60%
GM −1.02 −34.01% −0.74 28.55%
J −0.03 −1.32% +0.08 −3.27%
GI +0.04 1.56% +0.03 −1.47%
Vertical Volume Flux: % + 1.93 63.61 % %− 1.16 44.42 %

Table B.1: Total contribution of each WWV budget term during the 14 month
long discharge and recharge periods as defined in Figure 3.12. All values are
time-integrated and in units of [1014 m3]. Positive (negative) values indicating
volume transport into (out of) the WWV region.
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a) EXPmEN+mLN

b) EXPmLN+mEN

Figure B.4: The various WWV balance terms [Sv] as anomalies throughout the
moderate ENSO cycle calculated in the region outlined in Figure 3.9. In a) the
oscillation with El Niño followed by La Niña and in b) the ENSO cycle with a
reverse order of events. A five month running mean as in Meinen and McPhaden
(2000) has been applied. The discharge phase (red region in a) is defined as the
time period when the change in WWV is negative from months 9–22 and the
recharge period covering the same months is defined two years later (blue region).
In b) discharge and recharge periods are exchanged. Positive (negative) values
indicate a net transport into (out of) the WWV region as indicated on the right
hand side in b). The vertical lines at month 24 and 48 indicate the end of the
first and second event of the oscillation.
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Discharge Phase
All units: [1014 m3] Discharge Phase

EXPmEN+mLN Percentage EXPmLN+mEN Percentage
Change in Warm Water Volume −1.24 100% −1.42 100%
Meridional transport 5◦N + 5◦S −0.93 75.32% −1.00 70.59%
Meridional transport ITF +0.24 −19.70% +0.24 −16.97%
Horizontal Volume Flux: 55.61 % 53.62 %
GF −0.28 22.71% −0.41 29.01%
GM −0.40 32.49% −0.41 28.90%
J +0.00 0.28% +0.00 0.35%
GI +0.13 −11.10% +0.16 −11.87%
Vertical Volume Flux: 44.39 % 46.38 %

Recharge Phase
Recharge Phase

EXPmEN+mLN Percentage EXPmLN+mEN Percentage
Change in Warm Water Volume +1.75 100% +1.26 100%
Meridional transport 5◦N + 5◦S +0.88 50.67% +0.86 68.21%
Meridional transport ITF −0.25 −14.63% −0.29 −23.04%
Horizontal Volume Flux: 36.04 % 45.17 %
GM +1.98 113.45% +1.24 98.02%
GF −0.77 −44.23% −0.44 −35.32%
J +0.00 0.36% 0.00 0.14%
GI −0.09 −5.62% −0.10 −8.01%
Vertical Volume Flux: 63.96 % 54.83 %

Table B.2: Total volume transport of the individual WWV budget terms during
the 14 month long discharge and recharge periods of the moderate ENSO cycles.
All values are in [1014 m3] with positive (negative) values indicating volume
transport into (out of) the region.



C
Matlab Scripts and Model Data

The Matlab Scripts for the development of the idealized atmospheric forcing
and for creating the Figures are available as an archive on the web1. The
following three pages give more information on the Era-Interim and CNYF
data sets, the key Matlab files and the ensemble setup.

1https://polybox.ethz.ch/index.php/s/TKbiC873I1QUUNA
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MOM025 Notes 
Atmospheric Fields for Model Input 

       

       

Name variable name  

@ ECMWF 

resolution  

@ ECMWF  

variable name  

@ CNYF 

resolution  

@ CNYF 

unit  

@ CNYF 

filename 

@ RAIJIN 

       

Zonal Wind u10 [480, 241, 456] U_10_MOD [1460, 94, 192], 6h step -24.7, 27.1 [m s-1] u_10.nc 

Meridional Wind v10 [480, 241, 456] V_10_MOD [1460, 94, 192], 6h step -21.7, 20.9 [m s-1] v_10.nc 

Air Temperature t2m [480, 241, 456] T_10_MOD [1460, 94, 192], 6h step 220.0, 324.48 [°C] t_10.nc 

Specific Humidity d2m [480, 241, 456] Q_10_MOD [1460, 94, 192], 6h step -0.00, 0.03 [g kg-1] q_10.nc 

       

Downward Longwave Radiation strd [480, 241, 456] LWDN_MOD [365, 94, 192], 1d step 106, 456 [W m-2] ncar_rad.nc 

Downward Shortwave Radiation ssrd [480, 241, 456] SWDN_MOD [365, 94, 192], 1d step 0, 474.67 [W m-2] ncar_rad.nc 

Total Precipitation tp [480, 241, 456] PRC_MOD [12, 94, 192], 1m step 0.1e-9, 0.00 [mm] ncar_precip.nc 

Sea Level Pressure msl [480, 241, 456] SLP [1460, 94, 192], 6h step 982, 1143 [hPa] slp.nc 
 

Key Matlab files 

• preparation_principle_components_and_regression_patterns_wind_....m → 

regression analysis to create EOFs and PCs from the Era-Interim data 

• EXP1_preparation_anomaly_fields_mom_resolution.m → creates regression 

patterns and saves them in a .nc file for later multiplication with idealized time 

series  

• EXP1_and_EXP2_polynomial_PC_composites_symmetric.m → creates 

symmetric & idealized polynomial time series  

• EXP1_scaling_anomaly_fields_with_PCs_and_extending_time.m → 

multiplying patterns with time series, adding them to CNYF and storing in .nc file 

• EXP1_and_EXP2_hovmoeller_sea_surface_temperature → creating a 

Hovmöller (time vs. longitude) diagram of SST 

• EXP1_and_EXP2_depth_longitude_transect_temperature  → creating a 

depth-longitude figure of temperature 

• running.m → script from where I execute my Matlab function files 
 

Tips and Tricks cont. 

showing how much storage space my files use and how much a particular folder 

• du -h --max-depth=1 /short/e14/mv7494/mom/archive  

• du -h - -max-depth=1 ./ → shows how much space in the current folder in which 

the console is right now 

info how much computing power I use from the allocated KSU  

• nci_account -v → info about how much computing power I use 

 

 
 

 

Tips and Tricks 

splitting the time dimension of .nc files in two, i.e. extract first 1460 time steps 

• module load nco 

• ncrcat -F -d TIME,1,1460, ifile ofile & 

displaying variable name in file 

• ncdump -v vname fname.nc  

executing of MOM025 model in /short/e14/mv7494/EXP... 

• module load payu 

• payu sweep → clears temporary files and folders 

• payu setup → sets up archive folder for run 

• payu run → executes the config.yaml file 

• qstat -u mv7494  → shows current status of submitted job 

collating restarts, i.e. reducing their size 

• payu collate -d ../mom_perturbations/EXP.../restart00.. 

moving data from the storm servers to Raijin: 

• rsync -aruv /srv/ccrc/data15/z5180028/... 

MSC_thesis_mom_input_EXP2_composite_nina/... 

mv7494@raijin.nci.org.au:/short/e14/mv7494/mom/input/... 

EXP2_composite_nina/ 

creating monthly Era-Interim anomaly fields relative to the 1979-2008 climatology from 

raw 6-hourly data by detrending and removing the seasonal signal (here for u10.nc) 

• cdo -b F64 mergetime input.nc merged_u10.nc & 

• cdo monmean merged_u10.nc monmean_u10.nc & 

• cdo detrend -yseassub monmean_u10.nc -yseasmean -selyear,1979/2008 

monmeanu10-nc anomaly_u10.nc & 

ncrcat 
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Data structure on Raijin server → /short/e14/mv7494/ 

• MOM_Anleitung → Script vom Anfang von Ryan 

• mom 

o input 

▪ SCRAP → contains old runs 

▪ gfdl_nyf_1080_clean → the CNYF files 

▪ mom025  

▪ EXP1_composite_nino_windstress → input for EXPEN 

• u_10_yr1.nc 

•  u_10_yr2.nc 

•  v_10_yr1.nc 

• ... 

▪ ... 

o archive 

▪ SCRAP → contains old runs 

▪ mom_control  

• [restart000, ... , restart006] → all output files 

• [output000, ... , output006] 

• pbs_logs 

▪ EXP1_and_EXP2_restart000_windstress → output from 

EXPEN+LN (this is the first ensemble member, i.e. simulated from 

restart000) 

• [restart000, restart001, etc.] 

• [output000, output001, etc.] 

• pbs_logs 

▪ ... 

• mom_control 

o data_table, input.nml, field_table, diag_table & config.yaml 

o archive → ../mom/archive/mom_control 

• mom_perturbations 

o SCRAP (contains old runs) 

o EXP1_composite_ninos_windstress 

▪ data_table, input.nml, field_table, diag_table & config.yaml 

▪ archive → ../mom/archive/EXP1_and_EXP2_.../windstress... 

o ... 
 

 

 

 

 

 

 

 

Data structure on CCRC server → /srv/ccrc/data15/z5180028/ 

• ProposalTemplate_14082017_0825.rar 

• MSC_thesis_datasets 

o era_interim_readme.m,  

o era_interim → all Era-Interim data 

o noaa.ersst.v4 → all NOAA ERSST v4 data 

o era_interim_detrend_yseasmean 

o era_interim_anomaly_fields_PYTHON → anomaly fields created with 

python 

o era_interim_merge → merged Era-Interim data 

o era_interim_anomaly_fields_MATLAB → anomaly fields created 

with matlab 

o era_interm_anomaly_fields_CDO → anomaly fields created with 

CDO, the ones I eventually used 

• MSC_thesis_mom_output → all output files I used for analysis 

o mom_control → control experiment runs to calculate climatology 

o EXP1_composite_ninos → output from EXPEN 

o ... 

• MSC_thesis_mom_input 

o mom_control → input for the control experiments, i.e. CNYF 

o anomaly_fields_mom_resolution → all anomaly fields without time 

evolution 

o EXP1_composite_ninos → input files, i.e. CNYF + perturbation for 

the simulation EXPEN 

o ... 
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ENSEMBLE SETUP  
             

year 509 510 511 512 513 514 515 516 517 518 519 520 

mom_control_i.c. restart000 restart001 restart002 restart003 restart004 restart005 restart006 restart007 restart008    

             

jobname EXP1_composite_nino_windstress second half of ..._ensemble_restart000         

../input *_yr1.nc *_yr2.nc *_yr1.nc *_yr2.nc         

initial conditions restart000 restart000 restart001 restart002         

             

jobname   EXP1_and_EXP2_ensemble_restart002       

../input   *_yr1.nc *_yr2.nc *_yr1.nc *_yr2.nc       

initial conditions   restart002 restart000 restart001 restart002       

             

jobname     EXP1_and_EXP2_ensemble_restart004     

../input     *_yr1.nc *_yr2.nc *_yr1.nc *_yr2.nc     

initial conditions     restart004 restart000 restart001 restart002     

             

jobname       EXP1_and_EXP2_ensemble_restart006   

../input       *_yr1.nc *_yr2.nc *_yr1.nc *_yr2.nc   

initial conditions       restart006 restart000 restart001 restart002   

             

jobname         EXP1_and_EXP2_ensemble_restart008 

../input         *_yr1.nc *_yr2.nc *_yr1.nc *_yr2.nc 

initial conditions         restart008 restart000 restart001 restart002 

             

 

 

            

 

Comments:  

Each run consists of a certain number of years (e.g. an El Niño simulation is two years with input for the first year (_yr1.nc) and input for the second year (_yr2.nc). After a successful 

simulation of one year, the initial conditions for the second year are the state of the ocean at the end of the first year (i.e. the restart file). 

The ensembles are run with different initial conditions, i.e. while the first one starts at year 509, the second one starts at year 511, etc. Each ensemble run consists of four years. 

The nomenclature of the individual runs on the Raijin and CCRC server are slightly different than defined in Section 2.5: 

EXP1_composite_nino_windstress ≙ EXPEN 

EXP2_composite_nina_windstress ≙ EXPLN 

EXP1_and_EXP2_ensemble_restart000 ≙ EXPEN+LN starting at restart 000, i.e. at year 509 after spin-up of model 
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